ACTIVITY ANALYSIS WITH HIDDEN MARKOV MODEL FOR AMBIENT ASSISTED LIVING
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ABSTRACT

In an Ambient Assisted Living (AAL) project the activities of the user will be analyzed. The raw data is from a motion detector. Through data processing the huge amount of dynamic raw data was translated to state data. With hidden Markov model, forward algorithm to analyze these state data the daily activity model of the user was built. Thirdly by comparing the model with observed activity sequences, and finding out the similarities between them, defined the best adapt routine in the model. Furthermore an activity routine net was built and used to compare with the hidden Markov model.
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1. INTRODUCTION

There are many papers about the hidden Markov model: The author in explained the basic definition of a hidden Markov model with applications. Paper builds a daily activity model of the elderly with a hidden Markov model. The authors in paper used Bayesian posterior probability to choose the states to merge and to stop merge. The authors in paper introduce the theory of the hidden Markov model and illustrate the applications in speech recognition. In paper a segmental k-means algorithm is used as objective function to estimate the joint likelihood between the observation data and
the Markov state sequences. A new type of hidden Markov models is presented by the author in paper\(^6\). In the new models the current state is related both to the preceding state and the preceding observation. The authors in paper\(^7\) search the dynamic transition probability parameters \(A(\tau)\) and propose a moveable hidden Markov model. The hidden Markov model is used to learn the behavior of the user for building an automated system which was introduced in paper\(^8\) and \(^9\).

1.1 AAL, Project ATTEND

Ambient Assisted Living (AAL) aims to improve the life quality of the elderly with the help from modern technology and prolong the period of independent living in their own home. But the elderly have their own problems because of aging, such as action obstacles, memory disorder..., how can a modern technology system adapt to the elderly?\(^10\) A system will be developed at the project ATTEND (AdapTive scenario recogniTion for Emergency and Need Detection) that extends the period of independent living of the elderly. An intelligent, adaptive network of sensors will be installed in the living environment of the user, in order to thoroughly observe the activities and behavior of the user. Then the user’s activities and behavior model will be learned by the system over a time period. Based on the learned model if unusual behaviors or activities of the user are observed the system will send an alarm signal to the caregiver. Neither camera nor microphone will be used in the whole system and especially in project ATTEND because of privacy issues of the elderly. Furthermore there will be no sensor to wear on the body or to be activated by the user. The only sensors used are a motion detector or door contactor.

1.2 Contribution

In this paper at first the huge amount of raw sensor data was translated to state data. Then using a hidden Markov model, a forward algorithm builds the activities model of the user. Thirdly observed activity sequences are matched with the best adapt routine in model to find the similarities between them. Finally an activity routine net was introduced in order to compare with the hidden Markov model.

2. TRANSLATE RAW DYNAMIC SENSOR DATA TO STATE

The raw data come from a motion detector installed in the living room of the user. If there is any “movement” of the user, the motion detector will send value “1” to the controller. Otherwise the sensor value is “0”. Because
the activities of the user are random so the raw data is randomly distributed over time intervals during the day and in a huge quantity (hundreds sensor data every day). In order to reduce the data amount and to get more typical activity states the raw data will be translated to state data in predefined time intervals\(^{10}\).

At first the segments of daily time are divided into smaller time intervals, for example of 60 minutes each so there will be 24 time intervals in a day (for even more accuracy the time interval can be chosen smaller, such as 30 minutes or 15 minutes. In this paper 60 minutes were chosen as time interval for a better performance). Then one needs to gather the activities of the sensor in each time interval. If the total value of activities is bigger than a predefined threshold value, the activities that occurred in this time interval will be given the value “1”, other less active intervals receive the value “0”. Here the predefined threshold value \( T_{th}, 0 < T_{th} < 1 \) and the time interval \( T_{interval} \) are important.

1) The gathered sensor value according \( T_{interval} \)
\[
T = \{ t_{1(1)}, t_{2(0)}, t_{3(1)}, t_{4(0)}, t_{5(1)}, t_{6(0)} \ldots t_{n(\nu)} \} \tag{1}
\]

Here \( t_n \) is the time point that the motion detector send value to controller \( (n \geq 1) \), \( \nu \) is the sensor value itself, it has value “0” or “1”.

2) The activities duration between sensor values
\[
\Delta T = (t_{n(\nu)} - t_{n-1(1)}) \tag{2}
\]

3) The sum of the activities duration in \( T_{interval} \)
\[
T_{sum} = \Sigma(\Delta T) \tag{3}
\]

4) Deciding if the time interval gets value “1” or “0”.
\[
\begin{align*}
\text{If } T_{sum} &\geq T_{th} \times T_{interval}, S_{ix} = 1 \\
\text{If } T_{sum} &< T_{th} \times T_{interval}, S_{ix} = 0
\end{align*} \tag{4, 5}
\]

Here \( S_{ix} \) is the state value that the interval should take. Here “\( i \)\( x \)” is the interval count (index).

3. HIDDEN MARKOV MODEL, FORWARD ALGORITHM

A hidden Markov model can be characterized by the following parameters.

1) The number of states \( N \).
2) The number of output distinct observation symbols for each state $M$.

3) The state transition probability distribution matrix $A = \{p_{ij}\}$.

$$ p_{ij} = p\{Q_{t+1} = j \mid Q_t = i\}, \quad 0 \leq p_{ij} \leq 1, \sum_{j=1}^{N} p_{ij} = 1, \quad 1 \leq i, j \leq N. \quad (6) $$

Here $Q_t$ is the current state at time $t$.

4) The state emission probability distribution matrix $B = \{b_{ik}\}$.

$$ b_{ij} = p\{O_t = k \mid Q_t = i\}, \quad 1 \leq i \leq N, \quad 1 \leq k \leq M \quad (7) $$

Here $O_t$ is the output symbol at time $t$.

5) The initial state distribution $\pi = \{\pi_i\}$.

$$ \pi_i = p\{Q_0 = i\} \quad (8) $$

According the parameter $\lambda (\pi, A, B)$ with forward algorithm we can find out the probability of an observed sequence $Q^{(t)} = \{q_1, q_2, \ldots, q_t\}$. Here each of the $q$ is an observable state within the time label.

6) Get the first transition probability $a_1$ for $t = 1$.

$$ a_1(j) = \pi(j) \times b_{jt} \quad (9) $$

Here $j$ is the observation count of each observation set and $\sum \pi(j) = 1$.

7) For $t \geq 2$ get the transition probability $a_t(j)$

$$ a_t(j) = \sum_{l=1}^{n} (a_{t-1}(l) \times p_{lj}) \times b_{jt} \quad (10) $$

8) For $t \leq T$ repeat (10). Here $T$ is the length of the sequence.

### 4. ACTIVITY MODEL AND MERGING OF STATES

The raw data for 8 days was gathered from a motion detector and with the formulae (1) to (6) the data was translated to 24 states for each day. The values of the states are shown in figure 1. Each routine in figure 1 indicated the activity of the user on one day. The x-axis is the state count and the y-axis is the day count. The blue circle symbol in the figure means the state with value 0 and the green square symbol means the state with value 1.
On the left side of figure 1 are some consecutive states having the same value. These states can be merged together. The merging approach was introduced in figure 2. The right side of figure 1 indicates the activity model after merging of the states. The star symbol indicates 0 and 1 were merged together in the state value. After state merging each merged state lost the time label but has become more tolerant to adapt observation states with different values.

Figure 1. Activity model of the user

Figure 2 describes the merge method with consecutive states. The states with value 0 are merged together and the state self transition probability distribution is $p_{ii} = 3/4$ and the state transition probability distribution is $p_{ij} = 1/4$. The state emission probability distributions are $b_{i0} = 1$ and $b_{i1} = 0$. The states with value 1 have merged together and the self state transition probability distribution is $p_{ii} = 2/3$ and the state transition probability distribution is $p_{ij} = 1/3$. The state emission probability distributions are $b_{i0} = 0$ and $b_{i1} = 1$. If the consecutive states have alternating values as in the example shown on the right side of figure 2, the self state transition probability distribution is $p_{ii} = 6/7$ and the state transition probability distribution is $p_{ij} = 1/7$. The state emission probability distributions are $b_{i0} = 4/7$ and $b_{i1} = 3/7$. Generally if $N_m$ is the merged consecutive states amount, the self transition is $p_{ii} = 1 - 1/N_m$, and the transitions is $p_{ij} = 1/N_m$. 
5. RESULT FROM HIDDEN MARKOV MODEL

At the right of figure 1 each merged state has parameters \((A, B)\). Here each routine is treated as an individual routine so the initial value \(\pi\) is 1 for each routine, so \(a_1(j) = b_{j1}\). Based on the parameters of the hidden Markov model the probability of an observation activity sequence can be found with a forward algorithm. For example the routine from the 6th day in the activity model (figure 1) was chosen as observation sequence. With forward algorithm the probability of the chosen routine matched to the hidden Markov models will be found. Figure 3 shows the result. There is a total of 8 value sequences since the chosen routine is matched to each routine of the model. The best value at state 24 is -11.98 (from the 6th routine in figure 1) and the worst value at state 24 is -24.54. There are 4 merged states (7, 15, 20, and 24) at the 6th routine on the right side of figure 1. At state 8, 16, and 21 the probability value became smaller with a discrete jump to the next state. This is because the states’ value from the observation routine changed and did not adapt to the merged state and jumped to the next state with smaller states transition probability. Furthermore there are 2 routines that did not reach the last state in figure 3. This is because the last state of the 6th routine is 1 but the last states of the 2 routines (routine 2 and 4) have values 0. The emission probability is 0 at the last state and the \(a_{24} = 0\). These values at state 24 will not be shown in figure 3.
In order to compare the result obtained with the hidden Markov model another approach will be introduced in the paper. The approach is based on the state value of each routine to merge and split the routines and form a state routine net. In figure 4 if routines 1 and 2 have different state values the routine will be split to two routines. If routines 1 and 2 have same state values then these states in different routines will be merged.

According to the approach introduced above the 8 state routines showed in figure 1 will be formed to the routine net. The x-axis of figure 5 is the state, each circle means one state, and it has state value “0” or “1” (the
first state 1 and the last state 26 are extra states, without any value). The y-axis is the routines number of different days (different order as in figure 1). Figure 5 shows some splitting and merging points.
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**Figure 5.** The state routine net in 8 days

Each forward split in figure 5 leads to change in a transition value. This happened to all the routines till they split to a single routine. The logarithm value for each single routine is the same: \( \log \left( \frac{1}{\text{sum of all routes}} \right) \), here \( \log \left( \frac{1}{6} \right) = -2.079 \). Furthermore in spite of all the different routines ultimately the state logarithm value convergences to the same value. It is because from both the forward and backward directions all the routines split to a single routine. So the logarithm value for each routine at the last state is: \( \log \left( \frac{1}{\text{sum of all routes}} \right) \), here \( \log \left( \frac{1}{8^2} \right) = -4.159 \). Using the character we can examine if the searched parameters of activity routine net are right or not. If at last state all the routine logarithm values converge to the same value, that means these parameters are correctly searched, if not, there must be something wrong with the parameters.

In order to find out the similarity between an observation activity sequence to the activity routine net, the day routine 7 in the figure 1 was chosen (as an example). It was used to match with all of the 8 days and the result appear in figure 6. The logarithm value indicated with a green line and circle in figure 6 is the matching result of routine 7. It has a maxmum value \(-4.159\). If the matching states of different routines have different values, so a “not adapt transition value (such as 0.1)” will be sent to the transition
matrix A at the state. Figure 6 indicated that the logarithm value between the chosen day to the other matching day reduced rapidly from $-8.764$ to $-24.88$.
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**Figure 6.** Matching the logarithm with chosen observation routine in 8 days

## 7. CONCLUSION AND FURTHER WORK

In this paper a hidden Markov model and an activity routine net were introduced to analyze the daily activity of the user. The activity routine net is sensitive but lacks tolerance. With the increased number of routines a crossover problem emerged. The activity model form hidden Markov model is more concise, structured, and more tolerant. In the next work similar daily routines will be merged. That should result in an easier but more inclusive and tolerant model.
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